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Topics: Fundamental theorem of linear algebra, SVD, solving least-squares 

problems, reduced-rank signal processing, KLT, PCA, SVD signal enhancement, 

sparse modeling, trend extraction, sparse Whittaker-Henderson methods.
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Among the three criteria, only the autocorrelation method is guaranteed to result 

into a minimum-phase filter, a, that is, having zeros inside the unit-circle.

Burg’s method (see AOSP Sect. 12.12) is yet another method that guarantees the 

minimum-phase property and generally works better than the other methods.
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